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DPDK vHost User Refresh

Accelerated guest access method offered by DPDK

capable of outperforming traditional methods by >8x*
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Can achieve >50% improvement in second socket VM2VM 
performance*

vs

Without NUMA Awareness With NUMA Awareness

* Platform Configuration and Test Result in Backup
https://software.intel.com/en-us/articles/vhost-user-numa-awareness-in-open-vswitch-with-dpdk
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Solution:
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https://software.intel.com/en-us/articles/vhost-user-client-mode-in-open-vswitch-with-dpdk
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Å Simplified code path

Å Little difference in 
usability/performance

Å Easier future vHost
feature integration in 
OVS



Zero Copy

Kernel vHost

vHost Cuse

vHost User

Multi-queue

NUMA Awareness

Cuse removal

Client Mode & 
Reconnect

vHost PMD

Zero 
Copy

OVS 
Release 
Version

TBD

Other



Zero Copy

DPDK 16.11 performance 

improvement



Zero Copy

DPDK 16.11 performance 

improvement

Both dequeue (rx) and 
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incur a copy.
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Dequeue path involves 

copying a packet from the 

VM to the host


